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ABSTRACT  

 

This study explores the post-editing process when working within the newly introduced 

neural machine translation (NMT) paradigm. To this end, an experiment was carried out to 

examine the differences between post-editing Google neural machine translation (GNMT) 

and from-scratch translation of English domain-specific and general language texts to 

Chinese. We analysed translation process and translation product data from 30 first-year 

postgraduate translation students. The analysis is based on keystroke logging, screen 

recording, questionnaires, retrospective protocols and target-text quality evaluations. The 

three main findings were: 1) post-editing GNMT was only significantly faster than from-

scratch translation for domain-specific texts, but it significantly reduced the participants’ 

cognitive effort for both text types; 2) post-editing GNMT generated translations of 

equivalent fluency and accuracy as those generated by from-scratch translations; 3) the 

student translators generally showed a positive  attitude towards post-editing, but they 

also pointed to various challenges in the post-editing process. These were mainly due to 

the influence of their previous translation training, lack of experience in post-editing and 

the ambiguous wording of the post-editing guidelines.  

 

KEYWORDS  

 

Post-editing process, translation quality, neural machine translation, text types. 

 

 
1. Introduction 

 

In the last decade, machine translation (MT) has been increasingly adopted 
by the translation industry as an effective solution to the globally ever-

increasing demands for translation that from-scratch human translation 
cannot satisfy. Unfortunately, raw MT output cannot always meet the end 

user’s expectations in terms of translation quality, thus making MT plus 
post-editing a necessary and standard practice. Compared to statistical 

machine translation (SMT), the recently developed neural machine 
translation (NMT) paradigm is found to have greatly advanced the state of 

the art, by improving translation quality, as measured mainly by automatic 
evaluation metrics (Bahdanau et al. 2014; Sennrich et al. 2016; Bojar et al. 

2016; Junczys-Dowmunt et al. 2016), although the human evaluation 
results can sometimes be mixed (Castilho et al. 2017; Popović 2017; 

Klubička et al. 2017). It is reasonable to expect post-editing of NMT to be 
a more promising approach to adopt than post-editing of SMT, although the 

post-editing process of NMT has scarcely been investigated. 

 
In addition, despite the increasing demand in the translation market for 

post-editing services and post-editors (Lommel and DePalma 2016), 
professional translators are found to be reluctant to take post-editing jobs 

due to their negative perceptions of MT quality and post-editing work, while 
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student translators seem to show greater potential to become future post-

editors to fill this gap (Garcia 2010; Yamada 2015). In China, according to 
a report of the Translation Association of China (TAC) in 2016, there were 

more than 72,495 companies providing language-related services at the 
end of 2015, among which around 7,400 companies specialised in language 

and translation services, not including the undocumented small businesses 

and freelance translators and interpreters. To meet the increasing need for 
translators in the language service industry, the National Degree Committee 

under the State Council of China launched its “Master in Translation and 
Interpreting” (MTI) programme in 2007, aiming to train professionally 

competent translators and interpreters as demanded by the market. By 
2016, 206 colleges and universities had been authorised to enrol MTI 

students. 
 

This progress highlights the effort the translation education systems in 
China had made in response to market needs. However, problems arose 

with the expansion of recruitment, and among these the lack of qualified 
teachers was one of the most urgent. As most of the existing teachers are 

not translation professionals, they are not capable of offering professional 
translation training to the MTI students. The integration of the latest 

technology, such as computer-aided translation tools and machine 

translation, makes teaching even more challenging. The TAC 2016 report 
identified that courses related to translation technologies were greatly 

needed in the MTI programme. 
 

To date, no systematic post-editing training courses have been incorporated 
into the MTI programme. A more profound insight into the nuances and 

complexities of this relatively new task for the English-Chinese language 
pair, especially with respect to how it differs from traditional from-scratch 

human translation, could, therefore, facilitate the translator training 
process. It would then be possible to adjust the current curriculum and 

better prepare students for the job market. 
 

The present study investigates the differences between the post-editing of 
GNMT and human from-scratch translation in terms of differences in the 

translation process and in the translation product. The study examines how 

MTI students carry out post-editing tasks involving different text types. It 
seeks to address the following three questions:  1. What are the differences 

in the translation process and product quality between post-editing of NMT 
and from-scratch translation? 2. What is the impact of text types on these 

differences? 3. What are the MTI students’ opinions concerning the 
differences between post-editing of NMT and from-scratch translation? 

 
2. Related research 

 
Post-editing is “the task of editing, modifying and/or correcting pre-

translated text that has been processed by an MT system from a source 
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language into a target language” (Allen 2003: 297), and the post-edited 

text should meet “the end user’s expected quality levels” (TAUS 2013a). 
 

Over the last decade, many studies have explored the differences between 
post-editing and from-scratch translation from various perspectives. 

Processing speed is one of the most frequently investigated factors in these 

comparisons, and this is also an issue of primary concern for the industry. 
Post-editing domain-specific texts is constantly found to be faster than 

from-scratch translation (O’Brien 2007; Groves and Schmidtke 2009; 
Tatsumi 2009; Plitt and Masselot 2010). For general language texts, 

however, post-editing is not always faster. Daems et al. (2017) found the 
post-editing of news texts to be significantly faster, while other studies 

reported no significant increase in speed when post-editing news texts (e.g. 
Carl et al. 2011) and general information texts (e.g. Screen 2017). 

Temporal aspects are important but do not provide information on “how 
post-editing occurs as a process, how it is distinguished from conventional 

translation, what demands it makes on post-editors, and what kind of 
acceptance it receives from them” (Krings 2001: 61). Therefore, Krings 

(2001) argues that the feasibility of post-editing compared to human 
translating should not be determined by processing time alone. O’Brien 

(2011: 198) also claims that post-editing productivity means “not only the 

ratio of quantity and quality to time but also the cognitive effort expended; 
and the higher the effort, the lower the productivity”. 

 
Research into the cognitive aspects of post-editing is, therefore, necessary 

for a better understanding of the post-editing process and how it compares 
to from-scratch translation. Krings (2001: 179) defined cognitive effort as 

the “type and extent of those cognitive processes that must be activated to 
remedy a given deficiency in a machine translation”. Krings employed think-

aloud protocols (TAPs) and claimed that post-editing entailed more 
verbalization effort than from-scratch translation. The introduction of eye 

tracking and keylogging into translation process research has greatly 
extended our ability to understand the translators’ reading and writing 

process during translation at any given point in time. Da Silva et al. (2017) 
found no significant difference in processing time between post-editing and 

from-scratch translation, but they noticed a significant difference in 

cognitive effort based on eye-tracking metrics. Records of gaze data reveal 
that the reading time of, and thus presumably also the allocation of 

cognitive resources to, the source text and target text is very different in 
post-editing compared to from-scratch translation (Mesa-Lao 2014; Carl et 

al. 2015; Daems et al. 2017; da Silva et al. 2017). These studies indicate 
that fixations during post-editing seem to focus more on the target text, 

and those during from-scratch translation tend to be centred more on the 
source text (see e.g. Carl et al. 2015: 165). 

 
Beside gaze data, pauses between keystrokes during typing are generally 

agreed to be an effective indicator of cognitive effort in the translation 
process (Jakobsen 1998, 2002; Hansen 2002; Alves 2006). Longer pause 
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duration and larger pause density both signal higher cognitive effort. 

However, the results from comparisons between post-editing and from-
scratch translation based on pause metrics seem to be far from conclusive. 

Koglin (2015) found that post-editing news texts from English into Brazilian 
Portuguese triggered shorter total pause duration than from-scratch 

translation, which contradicts Screen (2017) who reported post-editing 

general language texts from English into Welsh contained longer total pause 
duration. Based on the observation that the density of short pauses during 

post-editing is a good indicator of cognitive effort, Lacruz and Shreve (2014) 
introduced the pause to word ratio (number of pauses per word) (PWR) to 

measure cognitive effort. Based on the multilingual data in the Translation 
Process Research Database (TPR-DB) (Carl et al. 2016), Schaeffer et al. 

(2016) found that PWR correlated strongly with a gaze-based translation 
difficulty index (TDI), and that the values of PWR for SMT post-editing were 

significantly lower than for from-scratch translation. As these studies have 
mainly investigated the cognitive process of SMT post-editing as compared 

to from-scratch translation, more extensive research on the cognitive 
process of NMT post-editing, which remains rather unclear, is highly 

necessary. 
 

In addition to the post-editing process, the quality of the post-edited 

product is also a matter of concern, as the time and cognitive effort saved 
in post-editing is only worthwhile if its final product is not compromised, as 

compared to from-scratch translation. Fiederer and O’Brien (2009) showed 
that English to German post-edited domain-specific texts were superior in 

accuracy and fluency when compared to those translated from scratch, 
although inferior in style. Based on the error types developed by the 

Localization Industry Standards Association (LISA), post-editing supply 
chain management content from English into Spanish resulted in fewer 

errors than when translating from scratch (Guerberof 2009). These results 
are in line with those of Garcia (2010), who reports that, according to the 

Australian NAATI test criteria, post-edited output was favoured by the 
evaluators. Carl et al. (2011) also found post-editing news texts from 

English into Danish led to a modest improvement in quality compared to 
from-scratch translation. Similar results were obtained by Green et al. 

(2013), who reported that post-editing Wikipedia articles improved product 

quality in comparison to texts translated from scratch from English into 
Arabic, French, and German. There seems to be a tendency for post-editing 

to deliver comparable or even better translation quality in comparison to 
from-scratch translation. 

 
Finally, an aspect of equal consideration in the current study is how Chinese 

MTI students without post-editing experience perceive the differences 
between post-editing and from-scratch translation, including the strategies 

they adopt, the challenges they encounter and their attitude towards post-
editing. Investigations into these aspects have far-reaching educational 

implications, as a better understanding and clear awareness of machine 
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translation and post-editing may prepare the student translators for the 

challenges of working with evolving technologies in the future. 
 

The above-mentioned studies are inspiring but predominantly involve SMT 
post-editing with English and other alphabetic Indo-European languages, 

while NMT post-editing with logographic languages such as Chinese are 

barely investigated. This paper, therefore, endeavours to bridge this gap by 
analysing how English-Chinese NMT post-editing differs from from-scratch 

translation in terms of both process and product. An assessment of the 
impact of text types on these differences and the students’ perceptions of 

the post-editing process is also undertaken.  
 

3. Materials and methods 
 

3.1. Participants’ profile 
 

The data collection was carried out in 2017 from February to June. Thirty 
first-year MTI students at a Chinese university participated in this study. 

They all specialised in translation and were all enrolled on an advanced 
translation course. There were four males and 26 females, aged 22 to 26 

years. They all had the same language background with Chinese as L1 and 

English as L2 and also a very similar level of English language proficiency. 
Twenty-seven of them had passed the Test for English Majors at Band 8 

(TEM8)1, and three had passed at Band 4 (TEM4). They all had very limited 
professional translation experience. None of them had any professional 

experience or formal training in post-editing. In order to compare the 
participants’ performance in post-editing of NMT and in from-scratch 

translation, the participants were divided into two groups (G1 and G2), 
based on their scores in their two most recent translation tests. This served 

to ensure that the students’ level of translation ability was broadly the same 
between the two groups, which consisted of 15 students each. 

 
3.2. Materials 

 
In order to address the research questions, two English domain-specific 

texts and two English general language texts were selected, ranging from 

142 to 156 words in length. The domain-specific texts were a patient 
information leaflet (ST1) and a dishwasher manual (ST2). The general 

language texts were two promotional brochures for two beverage brands, 
Coca-Cola (ST3) and Starbucks (ST4), respectively. All texts were self-

contained and required no additional context to understand. There were 
some specialised words in the domain-specific texts, but the participants 

could use online dictionaries to obtain direct Chinese translations. We also 
checked that no Chinese translations of the English texts could be found on 

the Internet, as the participants were allowed to access the Internet to 
consult external resources during the test to replicate their customary 

everyday translation scenarios. The four English texts were pre-translated 
by Google’s Neural Machine Translation system (GNMT) (May 2017). 
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Translation briefs were provided for each text, which instructed the 

participants about the target audience, the purpose, and the quality 
expectations of the target text. The four texts were all translated and post-

edited for external dissemination. Post-editing guidelines for publishable 
quality developed by TAUS (2016) were provided for the post-editing tasks.  

 

A pre-task questionnaire was used to collect information concerning the 
participants’ educational and professional backgrounds as translators and 

post-editors, and to enquire specifically about their attitudes to MT and 
post-editing. On completion of the experiment, participants were asked to 

complete a post-task questionnaire, comprising 15 questions, to check their 
perception of post-editing speed, mental effort, translation quality, and 

their opinions on the provision for post-editing skills training in the 
curriculum. 

 
3.3. Experimental procedures 

 
The experiment was part of an advanced translation course for MTI students 

during the second semester of their first-year postgraduate studies in May 
2017. The participants all signed an informed consent form approved by the 

Ethics Committee of the College of Foreign Languages at Hunan University. 

 
Each of the four texts was translated from scratch by one group and post-

edited by the other group. A combination of questionnaires, a keystroke 
logging tool (Translog-II), a screen recorder (BB FlashBack), and 

retrospective written reports was used for triangulation purposes. There 
were no time constraints and the participants all used their own laptops 

during the experiment. The aim was to have the translators work under 
conditions that were as close as possible to their natural working 

environment, with access to their usual browser preferences, dictionaries, 
and input methods. They also had access to the Internet during the 

experiment for information searching and external resources consultation. 
The experiment was carried out in two sessions, with a one-week interval 

between them. 
 

The first session started with a general introduction to MT, post-editing and 

the TAUS post-editing guidelines. This was followed by the pre-task 
questionnaire. Then, each student translated one short text and post-edited 

one short text to become familiar with the functions of BB FlashBack and 
the Translog-II Interface. The actual experimental tasks in session one 

consisted of two domain-specific texts (ST1 and ST2). First, the 
corresponding translation briefs for each task and post-editing guidelines 

were provided to the students. Then, ST1 was translated from scratch by 
G1 and post-edited by G2, while ST2 was translated from scratch by G2 and 

post-edited by G1. Session two included two general language texts (ST3 
and ST4). At the beginning of the second session, the students again 

received the translation briefs and post-editing guidelines for their session 
two tasks. Then, ST3 was translated from scratch by G1 and post-edited by 
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G2, while ST4 was translated from scratch by G2 and post-edited by G1. 

Table 1 shows the study’s experimental set-up. 
 

 
Session1(Domain-

specific texts) 

Session2(General 

language texts) 

Text ST1 ST2 ST3 ST4 

From-scratch 

translation 
G1 G2 G1 G2 

Post-editing G2 G1 G2 G1 

 
Table1. The experimental set-up. 

 

After the translation and post-editing tasks, the students viewed the 

recordings of the translation and post-editing process of the four tasks they 
had undertaken in the first and second sessions on BB FlashBack. Then, 

they were asked to provide a retrospective written report on the differences 
between from-scratch translation and post-editing, including the strategies 

they adopted, the challenges they came across and their attitudes towards 
post-editing. This was followed by the post-test questionnaire mentioned 

above. 
 

3.4. Data exclusion 
 

For each participant, logging data was collected for the two post-editing 
tasks and the two from-scratch translation tasks. Some sessions were 

discarded due to corrupted logging data. In addition, the recordings of BB 

FlashBack showed that, when asked to translate from-scratch, six students 
were found to have machine-translated the whole texts first and then copied 

the MT output to the Translog-II target window. These tasks were, 
therefore, excluded. In total, 99 tasks were left for data analysis, including 

44 from-scratch translation tasks (22 from the general language texts and 
22 from the domain-specific texts) and 55 post-editing tasks (27 from 

general language texts and 28 from the domain-specific texts). Table 2 
shows the tasks used for final data analysis. 

 
Table 2. Tasks used for final data analysis. 

3.5. Analysis 

 
The final Translog-II xml files were first manually aligned using the YAWAT 

tool (Germann 2008), after which they were processed into a set of tables 
containing more than 200 features describing the process and product of 

the translation in detail (Carl et al. 2016). The data analysis was carried out 

 
Domain-

specific texts 
General 

language texts 
Total  

From-scratch translation 22 22 44 

Post-editing 28 27 55 

Total 50 49 99 
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at the segment level using the concatenated SG-tables which contain 

information concerning translated segments. Then, the data were loaded 
into R, a statistical software package (R Core Team 2014). Linear mixed 

effects analyses were performed on our data, using the lme4 package 
(Bates et al. 2014). The main reason for choosing this statistical method 

over traditional factorial designs including both fixed and random effects in 

the linear mixed effects models (LMER) is that it compensates for the weak 
control of variables in naturalistic translation tasks (Balling 2008). We built 

five LMER models altogether. 
 

For all five models, the random effects were always the participant and the 
source-text sentence, as differences associated with these factors may have 

a systematic impact on the data. The dependent variables of the five models 
were 1) processing time per word, 2) pause density, 3) pause duration per 

word, 4) average fluency score and 5) average accuracy score. For models 
1) and 2), the fixed effects were task (from-scratch translation and post-

editing) and text type (domain-specific texts and general language texts). 
For models 4) and 5), the fixed effects were output type (GNMT output, 

post-editing, and from-scratch translation) and text type. We first checked 
whether there was a significant main effect and then assessed the 

interaction of the fixed effects. The fixed factors each had at least two 

levels, but a significant main, or interaction effect of the LMER model, would 
not specify whether all or only some of the possible comparisons between 

factor levels were significant. Post-hoc follow-up comparisons were, 
therefore, employed by constructing additional LMER models, through 

redefining the reference level against which the other factor levels are 
compared, to check the relevant comparisons between factor levels in 

detail. The results of the five LMER models will be discussed in the following 
sections. 

 
4. Data analysis and discussion  

 
4.1. Process: processing time 

 
The first dependent variable in our LMER is processing time per word 

(DurTokS), calculated by dividing the total processing time of each sentence 

by the total number of words in the source text sentence. The effect is 
plotted in Figure 1. Overall, post-editing took less time than from-scratch 

translation for both text types. However, this effect was significant only for 
domain-specific texts (p<0.05), where the time needed per word was more 

than 3 seconds lower compared to from-scratch translation. Furthermore, 
the results reveal that translating domain-specific texts from scratch took 

slightly longer than translating general language texts from scratch, 
whereas post-editing domain-specific texts took much less time than post-

editing general language texts (p=0.068).  
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Figure 1. Effect plot of the interaction effect between task (post-editing and 

from-scratch translation, P and T, respectively) and text type (domain-specific 

texts and general language texts, D and G, respectively) on processing time per 

word (in ms) (DurTokS). 

 

These results support the findings of some previous studies which found 
that post-editing is faster than from-scratch translation. However, the 

extent of the time-saving effect varies with different text types. This effect 
is more evident for domain-specific texts, which is in line with findings from 

previous research (O’Brien 2007; Guerberof 2009; Plitt and Masselot 2010) 
and with the translation industry’s use of MT post-editing for technical 

translation. For general language texts, in contrast with Daems et al. 
(2017), our results correspond to Carl et al. (2011), Screen (2017) and da 

Silva et al. (2017) showing that post-editing does not significantly reduce 
overall time. These comparisons should, however, be made with caution 

since the participants involved in these studies were more experienced 
translators than those recruited for our study, who had neither professional 

translation nor post-editing experience. 

 
The difference in the time-saving effect resulting from text types may be 

explained by the linguistic differences of the two text types. Domain-specific 
texts contain relatively more terms than general language texts, which may 

require a considerable amount of time for a translator to retrieve from 
online resources during from-scratch translation. Domain-specific texts are, 

moreover, also syntactically more formulaic and less complex than general 
language texts. As inexperienced translators tend to treat translation more 

like a lexical task (Tirkkonen-Condit 1990), with the previously translated 
texts readily available, post-editing may be much quicker than having to 

translate all the lexical information from scratch. As the students in the 
current study had no former experience in post-editing, it is reasonable to 
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expect that they may become much quicker at post-editing both text types, 

after gaining more experience and receiving proper training. 
 

4.2. Process: cognitive effort  
 

The cognitive processing in from-scratch translation and post-editing was 

compared in terms of pause density (PWR) (Lacruz and Shreve 2014) and 
pause duration per word. Although the operationalization of pause 

thresholds tends to be arbitrary, 1000ms was adopted here to ensure 
comparability with some previous studies (Jakobsen 1998; Krings 2001; 

O’Brien 2006; Lacruz et al. 2012). 
 

4.2.1. Cognitive effort: pause density  
 

The second dependent variable in our LMER was pause density (PWR), 
measured by dividing the total number of pauses in a segment by the 

number of words in the source-text segment. The pause density is expected 
to be higher when translators exert more effort. This effect is demonstrated 

in Figure 2.  

 
Figure 2. Effect plot of the interaction effect between task (post-editing and 

from-scratch translation, P and T, respectively) and text type (domain-specific 

texts and general language texts, D and G, respectively) on pause density 

(PWR1000). 

 

The overall results show that both fixed effects (task and text type) had a 

significant effect on pause density. First, task was a significant predictor 
(p<0.001), with post-editing involving significantly fewer pauses per word 

than from-scratch translation. For both text types, PWR was significantly 
lower during post-editing than during from-scratch translation. Second, text 

type had a significant effect on pause density (p<0.01), with general 
language texts requiring significantly more pauses per word than domain-

specific texts. Finally, there was also a significant interaction effect between 
task and text type (p<0.05). The difference in pause density between post-
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editing and from-scratch translation for general language texts was smaller 

than the difference in pause density between post-editing and from-scratch 
translation for domain-specific texts. Post-editing domain-specific texts was 

also found to trigger significantly fewer pauses per word than post-editing 
general language texts (p<0.001). There was little difference in pause 

density when translating these two text types from scratch. These findings 

are in line with those of Schaeffer et al. (2016), who also reported that PWR 
scores were significantly lower during post-editing compared to from-

scratch translation. 
 

4.2.2. Cognitive effort: pause duration per word 

 

The third dependent variable in our LMER is the average pause duration per 
word (Pdur1000), which indicates the total pause duration per sentence 

divided by the number of words in the source text sentence. The effect is 
presented in Figure 3.  

 

 
Figure 3. Effect plot of the interaction effect between task (post-editing and 

from-scratch translation, P and T, respectively) and text type (domain-specific 

texts and general language texts, D and G, respectively) on pause duration per 

word (Pdur1000). 

 

The overall results reveal that the main factor task had a significant effect 

on pause duration per word. Post-editing caused significantly shorter pause 
duration per word than from-scratch translation (p<0.001). This effect is 

significant for both domain-specific and general language texts. Post-editing 
domain-specific texts needed 2240ms less in pause time per word than 

from-scratch translation (p<0.01). Post-editing general language texts took 

1270ms less in pause time than from-scratch translation (p<0.05). The 
main factor text type was also a significant predictor, with general language 

texts leading to longer pauses than domain-specific texts (p<0.05). 
However, this effect is only significant for post-editing. Post-editing domain-

specific texts resulted in significantly shorter pause time per word than 
general language texts (p<0.01). Translating domain-specific texts from 
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scratch also led to less pause time per word than general language texts, 

but the difference was not significant. These results support Koglin (2015) 
but contradict Screen (2017).  

 
Interestingly, our findings for pause density and pause duration indicate 

that post-editing and from-scratch translation involve different pause 

behaviours. Post-editing triggers shorter pauses and lower pause density, 
suggesting that post-editing was, for our participants, cognitively less 

demanding than from-scratch translation irrespective of the text types the 
participants worked with. These findings can be explained using relevance 

theory (Sperber and Wilson 1986), which views translation as a process of 
searching for interpretive resemblance between the source text and the 

corresponding target text (Gutt 1991). The principle of relevance regulates 
the cognitive effort spent and cognitive effect achieved, as “the human 

being’s cognitive environment searches for the generation of the maximum 
cognitive effects possible while spending the minimum processing effort 

necessary to achieve this end” (Alves and Gonçalves 2013: 109). As one of 
the objectives of post-editing is to produce target texts with human-like 

quality by making full use of the raw MT output to increase productivity, 
when machine translation is found to be good enough to fulfil the cognitive 

effects, the participants will most likely stop investing more cognitive effort 

in looking for alternative possible translations for the source text units. 
When translating from scratch, in most cases the translators may generate 

several translations for a chunk of source text and then select the one that 
optimally realises the cognitive effects. Post-editing may, therefore, save 

the cognitive effort needed to make decisions when there are multiple 
choices for certain source text words as well as the time required for 

consulting external resources. 
 

In this study, no significant difference was found in translation time between 
post-editing and from-scratch translation for general language texts, but a 

statistically significant difference was observed in cognitive effort indicated 
by both pause duration per word and pause density. This finding 

corresponds to results obtained by da Silva et al. (2017) and the argument 
of Krings (2001) and O’Brien (2011) that temporal effort and cognitive 

effort each seem to have their own strength in explaining the post-editing 

and translation processes.  
 

4.3. Product: quality 
 

As the time and effort saved during the post-editing process is worthwhile 
only on condition that the quality of the final product is not compromised, 

the output quality of the GNMT as well as that of the post-editing and from-
scratch translations is analysed in this section. 
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4.3.1. Data selection 

 
The 99 tasks included 952 sentences altogether. Having all these sentences 

manually evaluated would be very time-consuming, so due to time 
restrictions text ST2 and text ST3 were selected as representatives of the 

domain-specific texts and the general language texts, respectively. Both of 

these texts contained 11 sentences, so there were 22 sentences altogether. 
The data from the first three participants of each group, who finished the 

tasks of the two texts with no missing translations, were selected, namely 
the translations of participants P1, P2, P4，P17, P18 and P19. The quality 

of the raw GNMT output was also evaluated. The total number of sentences 
to be evaluated was 154 (i.e. seven versions of the 22 source sentences), 

although a larger sample would be statistically more convincing. 
 

4.3.2. The evaluators’ profile  

 
Four native Chinese-speaking evaluators participated in the evaluation task. 

Two evaluators were professional translators from two universities. They 
both had approximately 10 years of translation experience and had taught 

translation courses at undergraduate and graduate levels. The other two 
evaluators were PhD candidates specialising in translation studies. They had 

also worked as teaching assistants at both undergraduate and graduate 
levels. All the evaluators had rich and extensive experience in translation 

evaluation in this language combination.  
 

4.3.3. Quality evaluation criteria and procedure  
 

The adequacy and fluency criteria developed within TAUS’s Dynamic Quality 
Evaluation Framework were employed to assess the translations (TAUS 

2013b). The operational definition of each category can be found in Table 

3.  
 
Category Rating scales and 

operational 
definition 

Examples: 

 Fluency 4. Flawless Chinese: 
A perfectly flowing 
text with no errors. 

ST: For plastic items not so marked, check the 
manufacturer’s recommendations. 

TT(P17):对于无标志的塑料制品,请核对制造商的相

关说明。 

Back translation: For plastic items not so 
marked, please check the manufacturer’s 

corresponding recommendations. 

3. Good Chinese:  

A smoothly flowing 
text even when a 
number of minor 

errors are present. 

ST: Load sharp knives with the handles up to 

reduce the risk of cut-type injuries. 

TT(P18):尖锐刀具的手柄应朝上放置, 降低刀口造成

损害的风险。 
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Back translation: For those sharp knives, load 
them with the handles up to reduce the risk of 

cut-type damage. 

2. Disfluent Chinese:  

A text that is poorly 
written and difficult 

to understand. 

ST: For plastic items not so marked, check the 

manufacturer’s recommendations.  

TT(MT):对于塑料物品不是这样标志，检验生产者推

荐。 

Back translation: For plastic items not like this 
sign, test producer recommendations.  

1. Incomprehensible 
Chinese:  

A very poorly 

written text that is 
impossible to 

understand. 

ST: We offer the world a portfolio of drinks 
brands that anticipate and satisfy people's 
desires and needs. 

TT(P04):我们提供了在世界上饮料品牌一个作品集 , 

满足了人们欲望需求 。 

Back translation: We offered in the world drink 

brands a sample reel, satisfied people desire 
need. 

Accuracy 4. Everything:  
All the meaning in 

the source is 
contained in the 
translation, no 

more, no less. 

ST: For plastic items not so marked, check the 
manufacturer’s recommendations. 

TT(P02):对于没有这样标记的塑料制品，请查看制造

商的建议 。 

Back translation: For plastic items not so 
marked, please check the manufacturer’s 

recommendations. 

3. Most: 

Almost all the 
meaning in the 

source is contained 
in the translation. 

ST: For plastic items not so marked, check the 

manufacturer’s recommendations. 

TT(P17): 对于无标志的塑料制品,请核对制造商的相

关说明。 

Back translation: For plastic items with no 
marks, please check the manufacturer’s 
corresponding instructions. 

2. Little:  
Fragments of the 

meaning in the 
source are contained 

in the translation. 

ST: Locate sharp items so that they are not 
likely to damage the door seal. 

TT(MT):  把锋利的物品拿出，以免损坏门盖。 

Back Translation: Take out sharp items, to 

avoid damaging the door panel. 

1. None: 

None of the meaning 
in the source is 
contained in the 

translation. 

ST: Load sharp knives with the handles up to 

reduce the risk of cut-type injuries. 

TT（P02）: 用手柄装上锋利的刀，以减少切割伤害

型。 

Back Translation: Use the handles to install 

the knives to reduce cut damage type. 

 
Table 3. Operational definition of rating categories used in quality assessment. 

 
Each evaluator was presented with a source sentence as well as seven 

candidate translations in randomised presentation order. Of the seven 
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versions, three were translated from scratch, three were post-edited, and 

one was the GNMT output. The evaluators were not provided with any 
information about the origin of the translations. While both source and 

target sentences were always visible, the evaluators were instructed to first 
assess fluency by relying on the target sentences only, and then to evaluate 

adequacy by comparing the source and target sentences. Finally, they were 

asked to select the best translation out of the seven candidates. 
 

4.3.4. Inter-rater reliability 
 

We measured the inter-rater reliability with Fleiss’s kappa (Fleiss 1971). 
The resulting kappa scores for fluency and accuracy were 0.0334 and 

0.0744, respectively. Both scores indicate that the raters’ agreement was 
only slightly above chance. This result is in line with the general impression 

of the raters that they found the quality of the seven versions sometimes 
difficult to inter-distinguish. Assessing translation quality is known to be an 

extremely complicated and subjective task, and low agreement between 
raters was also found in previous studies. Vieira (2016) reported low 

agreement for fluency scores and the reliability rates found in Carl et al. 
(2011) were also only marginally better than by chance. 

 

The effects of output type (raw GNMT, post-editing, and from-scratch 
translation) and text type (domain-specific and general language) on 

average fluency (AVEFluency) and average accuracy (AVEAccuracy) are 
investigated below in Sections 4.3.5 and 4.3.6, respectively. Given the 

framing of the categories, it was assumed that the distance between each 
of the four levels of fluency and accuracy in Table 3 was approximately 

equal, so that the scores of the 4 raters could be averaged, as suggested 
by previous studies which have adopted similar (e.g. Fiederer and O’Brien 

2009) and the same (e.g. Vieira 2016) translation quality evaluation 
methods to this study. 

 
4.3.5.   Fluency 

 
The fourth LMER model was built with the average fluency score 

(AVEFluency) as the dependent variable. The effect is shown in the plot in 

Figure 4. For the domain-specific text, the average fluency score for the 
post-editing output (3.25) was significantly higher than the score for the 

GNMT output (2.88) (p<0.01). The output of from-scratch translation 
(3.31) also scored significantly higher than the GNMT output (2.88) 

(p<0.001). There was no significant difference between from-scratch 
translation and post-editing in the average fluency score for the domain-

specific text. For the general language text, only post-editing (3.33) scored 
significantly higher than the GNMT output in the average fluency score (3.0) 

(p<0.05). In addition, there was no statistically significant difference 
between the output of from-scratch translation (3.19) and post-editing 

(3.33) for the general language text. It seems reasonable to conclude, 
therefore, that the output of post-editing and from-scratch translation are 
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equally fluent, both with scores above 3.0 (Good Chinese) for both text 

types. This finding also indicates that post-editing significantly improved the 
raw GNMT quality in terms of fluency irrespective of which text type the 

participants worked with.  
 

 
Figure 4. Effect plot of the interaction effect between output type (GNMT 

output, post-editing and from-scratch translation, M, P and T, respectively) and 

text type (domain-specific text and general language text, D and G, 

respectively) on the average fluency score (AVEFluency). 

 

4.3.6. Accuracy 

 
In the last LMER model, the average accuracy score (AVEAccuracy) was 

evaluated as the dependent variable. The effect is presented in Figure 5. It 
was found that, for the domain-specific text, post-editing output (3.2) 

scored significantly higher than the GNMT output (2.76) (p<0.01) on the 
average accuracy score. The output of from-scratch translation (3.29) also 

scored significantly higher than the GNMT output (p<0.001) on the average 
accuracy score. There was no significant difference in the average accuracy 

score between the output of from-scratch translation (3.29) and post-
editing (3.2) for the domain-specific text. For the general language text, 

there was no significant difference in the average accuracy score between 
the output of GNMT (3.03), post-editing (3.19) and from-scratch translation 

(3.16). This is likely due to the fact that “most information [was] included” 
in the GNMT output, as the relatively high AVEAccuracy (3.03) score 

suggested.  

 
In this study, it was noted that, for both fluency and accuracy, the MT output 

of the general language text scored higher than that of the domain-specific 
text, but post-editing general language texts was found to be more time-

consuming and cognitively more demanding. This could be because the 
participants spent more time and effort refining the language and style of 
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the general language texts than of the domain-specific texts. This was 

indicated by the retrospective reports, which are discussed in more detail 
in Section 4.4.  

 

 
Figure 5. Effect plot of the interaction effect between output type (GNMT 

output, post-editing and from-scratch translation, M, P and T, respectively) and 

text type (domain-specific text and general language text, D and G, 

respectively) on the average accuracy score (AVEAccuracy). 

 

 
4.3.7. Best translation selected by the raters 

 
The raters were instructed to choose the best translation out of the seven 

candidates. In some cases, they chose two best translations when they 
found them comparable. As shown in Figure 6, the raters showed a clear 

preference for sentences translated from scratch (HT) over post-edited (PE) 
ones: 60.2% to 33.7%. This preference was more remarkable for the 

domain-specific text: 69.2% (HT) to 25% (PE). For the general language 
text, it was 50% (HT) to 43.5% (PE). Interestingly, as reported above, there 

was no significant difference in accuracy and fluency between post-editing 

and from-scratch translation. Post-edited sentences even scored slightly 
higher in some cases. For the domain-specific text, post-edited sentences 

scored slightly higher than those translated from-scratch in terms of 
accuracy but lower in terms of fluency. For the general language text, post-

editing scored slightly higher both in fluency and accuracy.  Therefore, the 
data were checked in detail to explore what might have caused this 

preference. 
 

Raters selected those sentences with the highest scores in terms of both 
fluency and accuracy to be the best translation. In cases where the accuracy 

and fluency scores were not consistent, the raters generally valued accuracy 
over fluency. There were altogether 15 instances where several candidates 
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were awarded the same scores for fluency and accuracy. In 11 out of the 

15 instances, the raters selected the sentences translated from scratch as 
the best translation over the post-edited ones. This finding indicates that 

the preference in these situations may be due to criteria other than fluency 
and accuracy. 

 

 
 

Figure 6. Best translations selected by the four raters. 

 
Similar findings have been reported by Fiederer and O’Brien (2009), where 

raters also preferred sentences translated from scratch over post-edited 

ones. Fiederer and O’Brien speculated that style might have carried more 
weight than clarity and accuracy in their study. This may also be the case 

in our study, as the post-editing guidelines state that the post-edited output 
should be “stylistically fine though the style may not be as good as that 

achieved by a native-speaking human translator” (TAUS 2016). The from-
scratch translation output may be stylistically more refined compared with 

the post-editing output. In the future, we intend to include style as a 
criterion in quality evaluation to see whether there is any correlation 

between the style score and the best translation selected. In addition, 
retrospective interviews or think-aloud protocols (TAPs) about the raters’ 

evaluation process may also offer more persuasive explanations for this 
phenomenon. 

 
4.4. Students’ interpretations of the post-editing process 

 

The pre-test questionnaire contained questions about students’ attitude 
towards post-editing before the experiment. Based on their former 

experience with on-line MT engines, only one participant thought MT was of 
good quality. Fifteen thought the raw MT outputs were generally of average 

quality. Fourteen thought they were of bad or very bad quality. In terms of 
speed, twenty-two participants supported the idea that post-editing could 

increase translation speed. Twenty-five agreed or strongly agreed that 
post-editing would provide them with new sources of work and new 

professional skills. Most of the participants had a very positive attitude 
towards post-editing before the experiment, although they all had almost 
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no former post-editing experience. This may result from the introductory 

class before the experiment, which gave them general knowledge of MT, 
post-editing and the industry demand for post-editors. 

 
The post-experiment questionnaire explored the participants’ perceptions 

of the speed, mental effort, and quality of post-editing NMT. The qualitative 

data of the retrospective report is incorporated into the results of the post-
experiment questionnaire to help understand their choices in the 

questionnaire. All of the students were convinced that post-editing was 
faster than from-scratch translation after the experiment. Twenty-four 

claimed that they felt post-editing was mentally less demanding than from-
scratch translation. In the retrospective report, most of them mentioned 

that, by providing them with NMT output, post-editing saved them time and 
effort due to not having to type the whole translation or not having to 

consult external resources to check all lexical information they did not know. 
They found this was especially helpful for domain-specific texts. Those who 

felt post-editing was as tiring as from-scratch translation thought the raw 
MT output could be misleading. They believed correcting these mistakes 

sometimes took more effort than translating them from scratch. As far as 
quality was concerned, twenty-six students thought that their from-scratch 

translation output was of higher quality than the post-edited output. All of 

them believed that post-editing was more helpful for domain-specific texts 
than for general language texts. 

  
In addition, the students found from-scratch translation and post-editing 

very different in many aspects. Eleven students mentioned that there was 
much less room for them to show their creativity and linguistic skills and 

also less freedom during post-editing, especially for the general language 
texts. They also claimed that they would pay more attention to the integrity 

and cohesion of their translation during from-scratch translation, as their 
former translation training programmes always asked them to produce 

flawless and elegant translations. When post-editing, however, they 
focused mainly on the accuracy of their translations, as the post-editing 

guidelines asked them to use as much of the MT output as possible. In 
addition, six students pointed out that their post-editing output was more 

literal than those translated from scratch. This might be a reason why most 

of the students thought their own translation was better in quality compared 
to their post-editing output. This may also explain why all of them 

considered that learning post-editing skills was necessary, which indicated 
that they found post-editing and from-scratch translation very different in 

terms of the translation skills and strategies involved. Finally, twenty-nine 
students agreed or strongly agreed that systematic post-editing training 

courses should be included in the regular MTI curriculum.  
 

The retrospective report also revealed that the students came across 
different kinds of challenges when post-editing. Eleven students mentioned 

that they found it difficult to decide which MT translations were to be 
retained and which ones were to be corrected during the post-editing 
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process. Making good use of the MT output was, therefore, quite challenging 

for them. On the one hand, many of them felt compelled to perfect all the 
flaws in the MT output. On the other hand, seven students found that they 

sometimes relied too much on the MT output and missed MT errors. In 
addition, ten students expressed a desire for the post-editing guidelines to 

offer more detailed and explicit guidance.  

 
5. Conclusion 

 
Based on qualitative and quantitative data from key logging, screen 

recording, retrospective reports, questionnaires and quality evaluations, the 
research questions posed at the beginning of the paper are addressed. 

 
First, post-editing NMT was generally faster than from-scratch translation, 

but this effect was only significant for domain-specific texts. Post-editing 
triggered significantly lower pause density and shorter pause duration than 

from-scratch translation for both text types, which indicates that post-
editing is cognitively less demanding than from-scratch translation. In 

addition, for from-scratch translation, domain-specific texts took more time 
and led to only slightly lower pause density and shorter pause duration per 

word as compared to general language texts. Post-editing domain-specific 

texts, however, took much less time and significantly lower pause density 
and shorter pause duration than post-editing general language texts. 

Therefore, these results indicate that the impact of text type on the from-
scratch translation process is different from its impact on the post-editing 

process.  
 

Second, the quality evaluation results imply that the translation products of 
NMT post-editing and from-scratch translation were comparable in terms of 

fluency and accuracy, both for domain-specific texts and general language 
texts. However, this conclusion is only tentative, given the relatively small 

amount of data (66 translated sentences and 66 post-edited sentences from 
6 translators) used for quality evaluation. We intend to increase the sample 

size in subsequent studies to see whether these results still hold true. The 
results also indicate that post-editing remarkably improved the quality of 

the raw NMT output. In future studies, a detailed analysis of the errors in 

the NMT, post-editing and from-scratch translation output could reveal 
more specific information concerning how post-editing improves NMT 

output and whether the students changed more than the post-editing 
guidelines required. 

 
Finally, the students generally demonstrated a positive attitude towards 

NMT post-editing, although they were not totally accustomed to this new 
way of translating. They found post-editing involved challenges, translation 

skills and strategies that were different from from-scratch translation. As 
expertise research found that expert skills and knowledge cannot be easily 

transferred from one domain to another (Ericsson 2006), it is highly 
recommended that post-editing training programmes should be added to 
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universities’ programmes for translator training. It is reasonable to expect 

that, through systematic training, the student translators will benefit more 
from post-editing, in terms of saving processing time and reducing cognitive 

effort, as compared to from-scratch translation. Future studies should also 
involve professional post-editors to obtain more profound insights into post-

editing expertise. 

 
There are a number of limitations to this study. First, eye-tracking data 

would be more informative in measuring the cognitive processes of post-
editing and from-scratch translation. Eye-tracking data would be helpful in 

analysing which specific characteristics in the source texts and in the NMT 
output require more cognitive effort. This might better illustrate and explain 

the finding that the cognitive processes of post-editing and from-scratch 
translation varied for different text types. Second, although four raters were 

employed, quality evaluation cannot be absolutely objective and the sample 
size was small. These limitations will be carefully considered in future 

research. 
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Notes 

1 The Test for English Majors Band 4 and Band 8 are national English tests for English 

majors in China, which require a candidate to master 8,000 and 13,000 words, 

respectively. 

                            


