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ABSTRACT 

 

This article seeks to assess the impact of data-driven methods of machine translation (MT), 

not just on translators, but more broadly on industry and society. We consider translation 

as a shared resource that is the result of producers and consumers who share the overall 

objective of providing sustainable access to reliable multilingual information. This view of 

translation as a shared knowledge resource is based on the reliance of machine learning-

based translation techniques on the pooling and leverage of parallel text in the form of 

existing translations. These techniques build on the well-established practice of leveraging 

such resources as translation memories. We use the institutional analysis and development 

(IAD) framework to assist with analysis of the dynamic situations emerging through the 

use of MT, and consider why changes, such a shared ownership model, would ultimately 

benefit all stakeholders. We finally suggest some research questions that might help to 

assess sustainability for translation as a resource, an industry, and an occupation, such as 

‘what would happen if we left translation to machines?’, ‘why do translators not act 

collectively’, and ‘could principal and end customer buy-in be heightened by quantifying 

the threat to sustainability of access to translations?’. 
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1. Introduction 

There is growing consensus that artificial intelligence (AI) will have a major 

impact on work and employment in high-skill tasks previously thought 

immune from automation. The processes by which technologies impact 
economic activity involve a complex interplay between economic return, 

work organisation, and skills management (Valenduc and Vendramin 2016: 
45) that make them difficult to analyse and complicate planning of 

adaptation strategies. A recent report by Manyika et al. (2017: 2) highlights 
that while approximately 50% of current work activities are technically 

automatable, the actual impact will depend on broader shifts in growth, 
investment, marketisation of currently unpaid roles, and workforce 

demographics. However, in advanced economies (such as those in western 
Europe), the study predicts that up to 33% of workers may need to switch 

occupational categories as a result of automation in the period up to 2030, 
with areas involving data processing, data collection, and predictable 

physical tasks. Further research is therefore urgently required to establish 
governance structures that allow companies and policy makers to balance 

the rapid worker adaptation required by AI automation with the broader 

economic and societal benefits this may bring. 
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The translation industry is at the forefront of addressing these changes as 
AI techniques applied to machine translation (MT) become an increasing 

factor in production of many commercial translations. Several studies have 

begun to address the impact of MT on the work processes of translators, 
however the complexities of the broader industrial and societal impact of 

MT require further study. To assess this wider impact we consider 
translation as a shared knowledge resource that is the result of producers 

and consumers who share the overall objective of providing sustainable 
access to reliable multilingual information. This view of translation as a 

shared knowledge resource is based on the reliance of AI-based translation 
techniques on the pooling and leverage of parallel text representing existing 

translations, building on the well-established practice of leveraging 
resources such as translation memories (TMs).  

 
In this article, we use the institutional analysis and development (IAD) 

framework (Hess and Ostrom 2005, Ostrom 2011) to assist with analysis of 
the dynamic situations emerging through the use of MT. The IAD framework 

is a tool that assists in designing the institutional structures for the 

sustainable governance of complex shared resources by helping to build 
shared understanding of resource dynamics, the diverse interests within the 

community of users and producers, and the costs and benefits of different 
governance structures. Hess and Ostrom use the term ‘commons’ for these 

shared resources and explain that the term ‘information or knowledge 
commons’ is often used for digital information that is “enclosed, 

commodified, and overpatented” (2007: 4). Bollier notes that current 
copyright and trademark law originated “in a more static technological and 

economic context” and reconsideration of ownership of shared resources 
will grow as “more commerce, academic research, and ordinary social life 

migrate to Internet platforms” (2007:35)1. The IAD framework is centred 
on the ‘action arena’ (see Figure 1) where actors make decisions within an 

action situation constrained by the nature of the resource being managed, 
the community that use and produce the resource, and the existing rules in 

operation within the community. This results in specific patterns of 

interaction between community actors and resources that in turn lead to 
outcomes that can be assessed under evaluation criteria. We describe the 

characteristics of these resources in the following section and thereafter 
look at other categories as defined by the framework. 
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Figure 1. Institutional analysis and development framework (after Hess and 

Ostrom 2005) 

2. Resource Characteristics 

To contextualise the analysis of the action arena for decision making for 

automated translation we break down the resource characteristics into: the 

core physical attributes of sustainable access to reliable multilingual 
information in the form of translations; the attributes of the users, providers 

and policy makers related to providing such translations; and the current 
rules in use in terms of legal constraints, operational policies and 

community norms. To constrain the complexity of our analysis, we focus 
primarily on the context in place in the European Union. While this still 

represents a large market for translation with 24 official EU supported 
languages and over 250 different languages in use (Ethnologue 2018), it 

serves to restrict the analysis of the legal rules in force to a jurisdiction 
where common rules spanning different language markets are possible, and 

in some cases already in place. 

2.1. Physical Characteristics 

New use cases are continually being found for MT output, particularly in 
scenarios in which the translated content is highly perishable or where 

erroneous translations are considered to carry little risk (Way 2018: 160). 

Since the early 2000s, this MT tends to be data-driven (particularly where 
major languages are concerned), trained and tuned on previous human 

translations, rather than following any prescriptive rules. The reliance on 
human translation is becoming more acute as neural machine translation 

(NMT), trained entirely on bilingual data and with greater data requirements 
than statistical MT, has gradually become the preferred paradigm (Castilho 

et al. 2017, Forcada 2017). Webcrawling for parallel text is a cost-effective 
option for data-gathering, particularly for low-resource languages and for 

domain adaptation (Toral et al. 2017). However, neural networks ideally 
require large amounts of high-quality training data, making human 

translation data a valuable resource. This may be illustrated by the high 
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valuation of a company that holds “over 8.7 billion parallel segments of 
high-quality human TM data which covers over 222 languages” and 

subsequent stories of a “boom in language data” (Diño 2017a, 2018). The 

oft-repeated metaphors of data as oil and data as gold, of course, suggest 
that such data is naturally-occurring, rather than human-created (Dean 

2016). The application of machine learning to translation in NMT, where the 
computer automatically extracts patterns from data rather than being 

explicitly programmed, mirrors the growth of machine learning in many 
different areas. 

2.2. Community Attributes 

The community of users and producers involved in providing sustainable 

access to reliable translations can be broken down into those involved in 
commercial translation and those involved in non-commercial translation. 

Commercially, translations are sought by organisations wishing to convert 
content they hold in one language into one or more other languages. Such 

content may be paid-for content or support content. Paid-for content is 
characterised by the consumer paying to access the content in their chosen 

language, e.g. in the form of a book, magazine, report, or online content. 

Support content is usually not paid for directly by its consumer, but rather 
is provided (and translated) in support of a product being marketed or 

introduced into different language markets, e.g. product instructions, 
manuals or software user interfaces. Commercial translation for large 

institutions is sometimes performed in-house by staff translators, typically 
when a reliable flow of content requiring translation with a consistent level 

of quality is required, e.g. in large national or supranational organisations 
such as the European Commission2 or the US Department of Defence. 

However, there is a global trend towards contingent or freelance work, a 
working status that is particularly common for translators, leaving many 

disempowered with regard to working conditions and repurposing of 
translated work3. 

 
Specialised translators who had invested in TM tools expecting to gain a 

competitive advantage found instead that expected throughput had 

increased as word rates decreased. Many translators began to resent new 
technologies that they considered to be imposed on them (Cadwell et al. 

2017, Christensen and Schjoldager 2016, Way 2018): first TM with its 
associated discounts, and more recently MT post-editing, which requires 

them to accept further discounted rates to fix “fundamental linguistic errors 
that a trained human translator would rarely generate” (O’Brien 2012: 110). 

It is rarely made explicit by companies and research groups that specialise 
in MT that human translation is its necessary basis, with the focus instead 

on new and better ways to process this trove of pre-existing ‘big data’ 
(Kenny 2011). 

 
The gradual limitation of the translator’s role has undermined their ability 

to conform to the ethical code of their profession (Chesterman 2001: 142) 
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by reducing the translation process to a series of “language-replacement 
exercises” (Pym 2003: 7). In this way, rather than only eliminating work 

that is “mechanical and routine” (Kay 1980: 1, LeBlanc 2013), translation 

fits with the narrative developed by Frischmann and Selinger (2018), in 
which the encroachment of machine learning in many occupations risks 

reducing the role of the human to one that is comparable with a simple 
machine. Furthermore, as the profession has moved from analogue to 

digital, translators’ powerlessness is reflected in continued data 
dispossession, common for many knowledge workers, and largely 

unaffected by legal constraints (Huws 2014: 4). This data dispossession, in 
which digital data is “expropriated from us and put to alien use” (Dean 

2016: np), is a wider problem within the digital domain, and may be carried 
out overtly (when a person is told that their call will be recorded) or covertly, 

when rights of data ownership are reassigned based on a person’s assent 
to a clause buried within data-use policies (Reijers et al. 2016). This has, 

for example, allowed social network data to be combined, shared, and 
mined without user knowledge, data that has been shown to “provide 

psychological information about attitudes and behaviours, including health-

related behaviours” (Young 2014: 601). 
 

The importance of translation globally means that any negative perceptions 
of translation as a career may have a sizeable negative economic impact. A 

change to the current copyright impasse for translators (as described in 
Section 3) would make translation appear more attractive as a career option 

but would also require cooperation from translation and client companies, 
changes and adherence to standards, and engagement from translators. We 

consider the ethical, economic, and legal pressures to make these changes, 
and their possible ramifications in other industries affected by machine 

learning. 

3. Rules in Use 

Rules define what an actor or community may, must, or must not do and in 
practice — certainly in translation — there is often a discrepancy between 

formal legal rules and the less formal rules in use (Cole 2017: 838). 

Translators in some jurisdictions may have grounds to claim copyright over 
translated texts as creators of derivative or adapted work, depending on 

the perceived originality of the translation and subject to the rights of the 
author of the original work (Troussel and Debussche 2014: 98). Translators 

retain further copyright over their translation, granting them control and 
potential royalties when this is used as the basis for a new translation. There 

are also rights conferred as creators and maintainers of a database, 
including maintenance work on TMs and terminological or quality annotation 

on the source or target. Data protection regulations, such as the EU General 
Data Protection Regulation 2016/679 (GDPR) confer some additional rights 

within their applicable jurisdiction to control the use of personal data, which 
may cover translator-identifying metadata or techniques to re-identify 

translators’ attribution from anonymised translations (Lewis et al. 2017).  
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In this section, we consider some metadata options that could allow 

translator preferences with regard to how their work is repurposed to be 

respected, and some options for collective action, both bottom-up and top-
down, that may result from translator cooperation or may be lobbied for by 

translator organisations. 

3.1. Copyright and Data Ownership for Translators 

Early adopters of TM tools when they were first introduced in the early 

1990s had the opportunity to increase productivity once past the initial 
learning curve. However, as they came to be more widely used, the power 

shifted to (especially larger) clients as discounts based on fuzzy match 
resemblances began to be applied by translation buyers with very little 

grounds for negotiation on the part of individual translators (García 2006). 

By 2012, Marshman found that roughly 50% of 250 language professionals 
surveyed said that the use of technology impacted their control over 

remuneration, with the reported impact most notable “among experienced 
freelance translators” (2012: 8). 

 
The TM file as a by-product of a translation effort is usually, by precedent, 

handed over to the hiring agency or end client after a translation job, 
whether or not ownership has been specified in translation project 

contracts. In practice, some translators keep copies of this data for reuse. 
In the absence of an enforceable contractual agreement regarding 

ownership of this parallel linguistic data that Smith (2008: 23) has called 
the “translation family jewels,” their legal status is often ill-defined in 

national and international laws and is thus unclear (Troussel and Debussche 
2014: 128). 

 

A translator may have grounds to claim copyright of a translated text to 
which they have made an original contribution as a derivative or adapted 

work, depending on the contract and the perceived degree of originality, 
and subject to rights of the original author as recognised by the Berne 

Convention (World Intellectual Property Organisation 1979, Troussel and 
Debussche 2014)4. When the author or translator has worked as part of a 

crowdsourced effort, their input and therefore degree of ownership is less 
clear. The creator or maintainer of a database, such as a TM file, is 

considered to have rights to data ownership, depending on the originality 
involved with its creation, in countries such as France and Germany, with 

the option of asserting further sui generis rights if the creator has 
demonstrated a substantial investment in obtaining, verifying, or presenting 

that database (Troussel and Debussche 2014: 19). 
 

The situation with regard to copyright issues internationally appears fluid. 

Copyright laws have changed over time in many jurisdictions, and within 
the EU are further complicated by a number of EU-level directives that are 

intended as a step to harmonise copyright (Margoni 2016), and to address 
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new issues raised by unexpected technological advances, permitting mass 
digitisation of books, for example5. Periodic public consultations have taken 

place, most recently in 2013, which look to address issues with text and 

data mining, and user-generated content, and have been followed up with 
the establishment of European Commission working groups. The somewhat 

fluid state of copyright law has not appeared to affect the reality for 
ownership of translation data, which (to our knowledge) has never been 

legally tested.  
 

Although these potentially conflicting claims of copyright for written or 
translated material are currently ignored, they may at some point create 

difficulties for enterprises offering MT and, to a lesser extent, collectives 
sharing MT, as there are so many competing claims on the training data 

that it becomes impossible to exploit it. For translators, the retasking of TM 
as parallel text for training MT engines is a particular concern (Moorkens 

and O’Brien 2017: 121). The leverage of TMs from previous translations is 
well understood by translators. They understand the role it plays in avoiding 

unnecessary retranslation of similar segments and the resulting role played 

by matching scores between available TMs and the source of incoming 
translation projects in price discounting. The practice of individual 

translators retaining TMs from previous projects independently of vendors 
is widespread, as modern desktop translation tools allow them to use these 

as reminders of previous translations and for term concordancing. These 
are useful features for individual translators even if the level of useful TM 

matching leverage with a personal TM is low. These practices seem to 
indicate a tacit approval by translators of the use of TM leverage. There 

seems to be an appreciation by some translators that they benefit from the 
prior work of other translators captured in a shared TM in the same way 

that other translators will benefit from their work in future (Gough 2011: 
206). We can assume there is a degree of collegiality at play among those 

translators who favour resource sharing, since even if translators producing 
and consuming translation via TM may not know each other’s identities 

directly, the poor level of TM leverage across domains or client content 

types means benefitting translators can be assumed to be working in the 
same broad domain as those who produced the content. 

 
The use of TMs for MT training erodes this traditional acceptance of TM 

leverage, since translators perceive that the resulting MT system can be 
used by vendors and clients for translation in very different domains. 

Furthermore, MT is seen to be useful in classes of translation tasks where 
little or no translator input is required or feasible (see Way 2018), 

contributing to the perception that the spread of MT endangers the 
livelihood of translators. 

 
Although TM data interoperability standards, such as Translation Memory 

eXchange (TMX) and XML Localization Interchange File Format (XLIFF) 
enable translator provenance to be recorded, such metadata is typically 
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stripped from TMs before being returned to clients or used between projects 
by vendors. In NMT training, data is broken down to the level of words, 

subwords, or even characters (Lee et al. 2017), so that the input of any 

individual translator is unrecognisable and their contribution to a system 
trained with very large amounts of data is untraceable. The traditional 

acceptance of TM leverage means that, outside of a specific translation 
project, the tracking of the provenance of individual translation to specific 

translators is not practised, and is not strongly demanded by translators. 
However, the loss of this provenance data means that there is no way for 

individual translator contributions to large aggregated language resources 
to be identified or credited. Further, to do so might create a data security 

risk as a breach of identifiable data would fall foul of the GDPR, and hence 
translators are denied the opportunity to specify any preferences on the 

rights they wish to declare over the use of TMs they return to vendors and 
clients. However, the provision of a trusted third party to administer the 

assertion of translation preferences while respecting GDPR concerns would 
seem feasible with some level of community investment. 

4. Action Arena  

 

The action arena proposed here is the principal–agent dyad in a translation 
production network, a hierarchical relationship between two parties as 

described by Abdallah (2010) in which a principal (the translation buyer, an 
intermediary or end client) subcontracts or delegates work to an agent (the 

translator or post-editor). The resource that the agent brings to this action 
situation is their translation competences (as identified by EMT Expert 

Group 2017 and PACTE Group 2017). They carry out their tasks using 
translational resources that may have been provided by the principal (in 

which case a discount may be expected), or from publicly available online 

resources, or from dictionaries and resources that they own. The hierarchy 
of the relationship is enforced by the agent’s working status, with most 

translators working on a freelance basis, and especially for those who work 
on a freelance basis for a single employer (Moorkens 2017: 466). Freelance 

entrepreneurs’ relationships in this arena are necessarily transactional, as 
highlighted by Chul Han (2017), having little or no capacity for relationships 

that may be enjoyed for the happiness of company alone. The agent can be 
considered to work within the limits of bounded rationality, their decision-

making limited due to their constrained power within the dyad, exemplified 
by the use of interfaces created with usability considered of secondary 

importance (Lagoudaki 2008, Moorkens and O’Brien 2017), and often a lack 
of control or access to language resource data (and the means of processing 

that data, such as via MT engines).  

4.1. Patterns of Interaction 

The vendor model for translation means that there is no clear career path 
for many translators. Moorkens and O’Brien (2017) found that, among their 
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survey cohort, older translators were more likely to work on a freelance 
basis or to run their own translation company. As AI makes inroads into the 

industry, more translators are likely to work with MT and, as mentioned, 

other roles such as project management may be at least partly automated. 
Automation has heretofore primarily affected so-called ‘bulk translation,’ 

wherein the acceptance of good enough or fit-for-purpose translation for 
economic reasons (for example in light post-editing) means a concomitant 
acceptance of translations that “fall short of excellence, even though they 

may actually do an excellent job of fulfilling their intended purpose” 
(Bowker, forthcoming). The progress of MT research and pressure on cost, 

have combined to press MT into action for an increasing number of text 
types and market sectors that would previously have not been considered 

appropriate (Moorkens 2017). AI for translation, as with other industries, 

relies on human training data, yet at present data ownership is almost 
always held at the principal side of the dyad, as detailed in the Section 3. 

We consider that these rules may be outdated in terms of payment and 
copyright.  

 
Several authors have suggested per-hour payment for translation (Abdallah 

2010, Jenner 2015), and as MT of varying quality is added to translation 
workflows, this could be a fairer method of recompense than the more 

common per-word model, especially considering that MT quality estimation 
cannot yet accurately predict effort or pricing (Specia and Shah 2018). 

Hourly payments are not yet the norm, although 50% of 124 respondents 
to Blagodarna’s international survey (2018) report often or always charging 

for PE work by the hour. The boost in MT quality (and hype; Castilho et al. 
2018) since the advent of NMT has meant that more LSPs are offering MT 

workflows (Lommel and DePalma 2016), using data gathered as part of an 

outdated mutual understanding between translators and translation buyers. 
The current copyright precedent as detailed in Section 3 is based on 

leveraging at the segment level within TM tools, however NMT systems 
repurpose bilingual data at the word and subword or character level. The 

rules-in-use do not seem likely to attract new entrants to the occupation of 
translator, despite the current demand for qualified translators and the 

stipulation that college-educated translators must be employed to achieve 
the ISO EN-15038 process standard (Jiménez-Crespo 2018), due to the lack 

of a clear career path, relatively disempowered status of new entrants, and 
digital dispossession (see Section 2.2). The disparity between MT services 

and the human-translated corpora might further alienate translators from 
their work, and add to existing mistrust in MT and in data sharing.  

 
For translation buyers, the situation as it stands has the benefit that, while 

there are significant one-off costs to creating translations, costs for 

secondary uses are trivial (Pollock 2018: 97). For occupational translators, 
however, in relinquishing copyright they also lose any control over future 

exploitation of the translation data they have generated. When laws of 
copyright are effectively bypassed in content collection, curation, and 
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exploitation, this permits resource holders to retain data at a cost (i.e. a 
fair share of downstream earnings) to disempowered human writers and 

translators, and also at a cost to end-users of translated content.  

 
The growing application of machine learning to automated translation 

however serves to widen the opportunities to leverage translators’ output 
at low cost in a wider range of applications, thereby reducing the scope for 

collective future earnings of translations. Various suggestions put forward 
for accruing royalties for translation may be difficult to implement in 

practice: levels of individual input for payment are impossible to identify, 
as mentioned previously; work practices for translation make it difficult to 

make payments to the community, as many translators work on part-time 
basis, often not directly translating but performing an ancillary role.  

 
Despite these difficulties, one option for sustainable control of translation 

resources may be an application within the translation industry of the 
proposal of property rights for the digital knowledge commons by Hess and 

Ostrom (2005). Rushkoff (2019: 63) characterises the commons as “not a 

winner-takes-all economy, but an all-take-the-winnings economy.” This 
application would necessitate active and developing management within a 

translation community of “successful collective action and self-governing 
behaviours; trust and reciprocity” (Hess and Ostrom 2005: 4), a task made 

more difficult by the geographically-dispersed and digitally-mediated nature 
of the contemporary translation industry6. Hess and Ostrom (2005) identify 

seven levels of rights that could be attributed to users of the digital 
commons: (i) the right of access to view, (ii) contribution, (iii) extraction, 

(iv) the ability to edit or remove one’s own contributions, (v) 
management/participation in regulation of the resource, (vi) the right to 

determine who has each level of rights, and (vii) the right to sell or lease 
rights and access. Rules with regard to administration of these rights need 

to be “flexible and adaptable in order to create effective institutional design 
and ensure resource sustainability” (Hess and Ostrom 2005: 53). We 

contend that this proposal would increase the sustainability of the 

translation industry, and thus would ultimately benefit the principal who 
wishes to provide continued access to reliable multilingual information. 

 
In the next section, we consider the situation at present using various 

evaluation criteria, and predict possible outcomes were the current situation 
with regard to language resource ownership to remain unchanged. 

4.2. Outcomes 

Ostrom (2011: 16) suggests outcome evaluation using following criteria:  
 economic efficiency (“the magnitude of net benefits associated with 

an allocation of resource”),  

 equity through fiscal equivalence (“that those who benefit from a 
service should bear the burden of financing that service”),  
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 redistributional equity (redistribution of resources to “benefit 
particularly needy groups”),  

 accountability,  

 conformance to values of local actors (how “outcomes fit the values 
of those involved”), and  

 sustainability. 
 

Not all production networks are the same, and thus the balance of economic 
benefits may change from one dyad to another. What we can say is that 

the net benefits associated with the allocation of resources tends to accrue 
to the party in possession of those resources, most usually the principal. 

The resource-holding principal can choose to reallocate those resources or 
not, can request work at discount based on leverage from the resources, 

and can use those resources as a basis for machine learning. Discounts 
achieved by leveraging these resources may be used to gain the principal a 

competitive advantage in the marketplace, continuing the ongoing 
depression of rates paid to translators (Do Carmo 2018). As noted by a 

reviewer of this article, the pooling of translation resources is not new. 

However, existing large-scale pooled resources (such as MyMemory and 
TAUS Data Cloud) are principal-controlled. 

 
While the agent may have some legal rights, as a single freelance agent 

there is a strong disincentive to asserting those rights against an employer, 
as to do so may affect the agent’s reputation and payment (Smith 2008), a 

particular risk for translators who work directly with a single agency. The 
change to a translation commons would mean benefits could accrue to the 

agent, which could also positively affect retail translation prices as, while 
the translation industry is growing year on year (DePalma et al. 2017), 

language service providers commonly operate on tight margins. The 
availability of free online MT (predicated on its inexpensive secondary use 

of human translations) and the commodification of translation inherent in 
the vendor model of employment means that translation at all stages in the 

network may not be highly valued. A community-owned resource would not 

have the financial wherewithal to compete with multinational corporations 
on MT research, but the digital commons could grow to an extent whereby 

the access to high-quality data would be worth the corporation paying for, 
adding royalties to the community and increasing the value of translation 

more generally. 
 

The uneven balance between agent and principal in a hierarchical action 
situation means that at present there is unlikely to be fiscal equivalence 

between effort put towards that action and the benefits derived by both 
parties, nor is there likely to be equivalence in an ability to pay for 

maintenance of resource systems. While the principal retains ownership to 
translation resources, they also finance and manage secure storage and 

maintenance of those resources, along with allocation to agents within a 
production network. Management of resources is not trivial; translations are 
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commonly created asynchronously, may be appropriate for repurposing 
only in specific customer projects or scenarios, and are stored in a variety 

of proprietary and open file and exchange formats. The initial costs of 

creating a large-scale digital commons would have to be borne by the 
community or supported via donation, before paid access could begin to 

support the ongoing costs. In the longer term, community-controlled 
translation resource management should produce an equalising effect in 

benefits to both principal and agent. 
 

Translators who do not work directly for end clients rarely have access to 
the centre of the production network (Abdallah 2010: 20), therefore project 

managers often prove to be valuable advocates. Some organisations have 
attempted to save costs to themselves and clients by automating parts of 

this role, as exemplified by Lionbridge onDemand, SDL Language Cloud7. 
The varied file formats provided for translation by many clients currently 

require the intervention of a localisation engineer, but the development 
efforts being put into automation of project management may make it more 

common in the coming years. Abdallah (2010) has highlighted the 

importance of trust in relationships within production networks, ideally 
based on mutuality rather than dependency. If these relationships become 

purely transactional rather than trust-based, this risks reducing the social 
quality, and thus the production quality of a translation project (Abdallah 

2014: 11). The lack of supportive co-workers has been associated with 
“lower rates of job satisfaction, life satisfaction, and subjective well-being” 

(Moorkens 2017: 467). A weakening of communication within the network 
will also disimprove accountability between groups and individuals working 

in silos. This is already a problem, as identified by one respondent to the 
UK Translator Survey (DGT/CIOL/ITI 2017: 24), who believes that there 

needs to be a “greater sense of support and teamwork” between translators 
and agencies. Suggestions to use a distributed ledger system may improve 

accountability, but not support or teamwork. The move to a digital 
commons for translation, however, would serve to empower translators as 

owners of resources, and through the quality of additional transactions in 

the discovery, access, pooling and maintenance of resources. This would 
not necessarily mean that translator agents are less isolated within the 

production network, but all parties throughout the network would benefit 
from the accountability of having a centrally managed resource of attributed 

and quality-controlled translation data. 
 

As freelance agents, translators who do not work for direct clients are not 
in a strong position with regard to redistributional equity, as payment comes 

from the opposite end of the production network, and a weakening of links 
of trust in these networks is likely to disimprove this position. On the other 

hand, some established translators are struggling to keep up with demand 
(Hippe-Heisler 2018), and in that case may set prices that are constant 

irrespective of the number of intermediaries (from client to multi-language 
vendor to single language vendor to freelancer, possibly with engineering 
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and project management costs along the way) in the production network. 
Translators with experience and social capital are thus more likely to 

achieve redistributional equity within a principal/agent dyad. Translator 

agents can build their social capital by conforming to the values of local 
actors — that is, by completing jobs on time, especially rush jobs, by 

producing work that meets quality expectations of the principal and end 
client, and by communicating cordially and responsively, in a way that is 

meaningful for the receiver. Control of translation resources would further 
boost this social capital, and improve redistributional equity. As currently, 

the principal could build trust by giving repeat work leading to a long-term 
partnership, paying promptly, communicating expectations, and advocating 

for the agent within the network. 
 

There are several reasons for concern about the sustainability of (especially 
larger) translation production networks with the current outcomes. The 

principal/agent dyad as described within translation production networks 
work for some translators but not others. Amidst predictions of increased 

employment for translators (Diño 2017b, Bureau of Labor Statistics 2018), 

some translators are choosing to leave the industry due to job insecurity 
and pressures on price. Two participants from Moorkens (forthcoming) 

responded that they were moving out of translation, with one writing that 
the “isolation of self-employed working from home [was] literally killing me, 

as was RSI [repetitive strain injury] and stress related to tight deadlines 
and the cut-throat market.” One respondent to the UK Translator Survey 

(DGT/CIOL/ITI 2017: 22) “can't stand freelancing any more so I am looking 
for work in a different field.” Abdallah (2010) found that four of eight 

interview participants chose to exit the industry rather than tolerate 
unsatisfactory conditions. Sustainability would appear to be one of the most 

important reasons for moving to a community-owned digital commons 
model, circumventing any future legal challenge to the current ambiguous 

copyright status quo, providing ownership rights and ongoing royalties to 
the translation community, and offering a resource-anchored hub for 

improved mutual professional support activities.  

 
How this digital commons would be controlled and created from the outset 

is less clear than the potential benefits. The most obvious groups to begin 
the process of building this resource for the translation community8 are FIT 

(the International Federation of Translators), who represent 80,000 
members of national translator organisations. Requirements for 

membership, however, differ from one country to another, and not all 
countries are currently represented. Some start-up organisations (such as 

Guildtree) aim to define the boundaries of translation as a profession9 and 
to lobby for control of resources and redistribution using blockchain-based 

decentralised data exchange. As noted by Pym et al. (2012: 3), the 
fragmented nature of translation work and employment statuses does not 

encourage the prospect of professionalisation, and the move to an online 
translation marketplace has led to instances of online identity theft and false 
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claims of education and experience that make status signals difficult to 
verify. 

5. Research Questions 

In his article on translation and posthumanism, O’Thomas proposes that 

technology could be used “to create narrow, unimaginative translations that 
move towards retrogressive practices of standard equivalencies, and it can 

create virtual networks of translators who operate in a global sphere of 
mutual cooperation” (2017: 297). This article attempts to provide some 

justification for the latter prognosis, and to suggest some useful research 
questions that may lead in that direction. The concept of homo economicus 

assumes that humans act with perfect rationality. For the principal and 
agent in our translation production dyad, what would perfect rationality look 

like? 

 
What would happen if we left translation to the machines?  

According to press releases, Microsoft NMT has “achieved parity” with 
human English-Chinese translation (Hassan et al. 2018), SDL has “cracked” 

Russian to English NMT (SDL 2018). As some translation buyers are 
concerned primarily with cutting the cost of translation, would it be perfectly 

rational to move entirely to MT? In turning the argument about whether 
translators should use MT on its head, we must consider the risks inherent 

in the publication of raw MT. Canfora and Ottman (2018) identify 
reputational, legal, and communicational risks caused by mistranslation to 

the client company, along with the risk of harms to the public, such as 
unusable products, injury, or death. Regular media stories detail 

unexpected and embarrassing MT errors that could be avoided by following 
post-editing guidelines that specify the removal of “offensive, inappropriate 

or culturally unacceptable content” (TAUS 2010: online). More broadly, we 

have seen how any application of machine learning will reveal bias in its 
training data or algorithms (Feldman et al. 2015, O’Neil 2016, Corbett-

Davies et al. 2017). The translations would lose the individual variation 
found in human translation processes (Koehn 2009, Taivalkoski-Shilov 

2018), and the addition of new data as provided by human translators in 
response to natural evolution in language use. What would be the effect, 

particularly for literary, game, or audiovisual translation, of the constraint 
to expression that would occur if humans were left out of the loop? 

 
Why don’t translators act collectively for their mutual benefit? 

Considering that translators’ isolation is disempowering, would it not be 
perfectly rational to work together? Well, they do to an extent. We have 

previously mentioned translator organisations and FIT, the international 
umbrella group. There are regular regional translator conferences such as 

the annual ATA (American Translators Association) and ELIA (European 

Language Industry Association) Together events. There are sporadic 
examples of collective action, such as the collective bargaining agreement 

for Medicaid translators in Washington, USA, and the Italian Literary 
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Translators’ agreement with publishing houses10. There are several factors 
that impede more collective action among translators. As freelance, part-

time, and contingent workers, they are geographically dispersed, and 

Berardi believes that “precariousness and globalisation have jeopardised 
the social solidarity that is necessary for a long-lasting process of 

autonomous organisation” of digitally-mediated workers (2015: 329). Many 
translators do not feel it ideologically or legally appropriate to act 

collectively. Several participants in the survey by Moorkens (forthcoming) 
believe that the market should set the price, and that “freelancers cannot 

fix their prices under competition law”. Would collective action on the part 
of translators cause harm to the public and to the industry, or be legally or 

ethically objectionable?11 
 

Are translators exiting the industry? Are students being put off studying 
translation?  

While there are examples of small-scale studies that show translators are 
leaving the occupation of translation (Abdallah 2010, Pidchamook 2018), 

there are no large-scale studies that might help to estimate numbers and 

reasons. Similarly, numbers fluctuate in translation programmes globally, 
but it would be very difficult to identify a single variable with a causal 

relationship with this fluctuation. A longitudinal study of student translators 
in a number of programmes and the rates of attrition could contribute here. 

Even without this information, the social quality of a translation production 
network appears to be undervalued. Lagoudaki identified how translators’ 

requirements were (in 2008) of subordinate need to industry demands when 
developing translation interfaces, and ten years later translators found the 

same dissatisfactions with their translation tools (Moorkens and O’Brien 
2017). Without a direct revenue benefit, the arguments to tailor tools or 

workflows for translators tend not to filter through the production network.  
 

Empirical research on those exiting the industry would help to answer the 
question of what would happen if the industry is left to continue as it is. One 

survey after another shows translator dissatisfaction with payment rates, 

agency, considering that their role has value and meaning (the most 
important factor in job satisfaction, according to Krifa/Happiness Research 

Institute (2017)), and with work at the segment level within current tools 
(Lagoudaki 2008, Kelly et al. 2012, DGT/CIOL/ITI 2017, Moorkens 

forthcoming). The International Labour Organisation’s substantive elements 
of Decent Work include adequate earnings and productive work, social 

security, stable and secure work, and social dialogue that includes workers’ 
and employers’ representation (Ferraro et al. 2015). It is arguable whether 

these elements are part of the translation occupation for many freelancers, 
and whether their absence makes the occupation less appealing for new 

entrants. If translators are exiting, yet demand for translators is growing, 
sustainability must be a concern. It must also be noted that, while many 

translators struggle with marketing and negotiation skills (DGT/CIOL/ITI 
2017), many translators are thriving as freelance entrepreneurs, having 
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established a niche in translation, and marketing their work successfully via 
online and offline media. However, if more and more translated work is 

being repurposed in more ways using machine learning, is it fair or 

sustainable that the benefits of this leveraging accrue only to the principal 
side of the dyad, ultimately being stockpiled by large organisations that 

repurpose it in the form of free or cheap bulk online translation that 
devalues and commodifies translation, rather than being shared with the 

community?  
 

Could principal and end customer buy-in be heightened by quantifying the 
threat to sustainability of access to translations rather than solely seeking 

to rebalance the translator-principal dyad?  
Beyond the translation industry, it is worth considering the societal harms 

to continuing on the present trajectory. If the industry is unsustainable, will 
it become more difficult to get trustworthy translations, for which there has 

been human oversight to minimise risk, and for which there is 
accountability? In the case of injury or death caused by an incorrect 

translation, who will accept liability? At present, neither copyright nor 

liability may be attributable to a non-human (Bridy 2012).  

6. Conclusions 

As an industry at the forefront of the AI revolution, with a liberalised market 

and scalable workforce, translation is an important area in which to consider 
not only the threat (or otherwise) of automation on employment, but also 

the potential harms to translators and the public of unregulated and 
inconsistent rules for data ownership and reuse. We propose an application 

of the digital commons model, as described by Hess and Ostrom (2005), as 
one suggestion for community data ownership, and consider the outcomes 

of taking on this model using the IAD framework.  

 
We believe that a move to a community-owned and managed digital 

commons would ultimately benefit the public and translators by making the 
industry more sustainable than at present, and argue that, whether or not 

this proposal is considered, there are several reasons for changing the 
current copyright and data ownership conditions. These conditions are 

based on segment-level data sharing and leveraging for a TM environment, 
whereas bilingual data may now be used for MT and beyond, and are less 

appropriate to sustain the occupation of translation and to minimise the 
potential risks and harms to translators and the public. 
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Notes 

 
1 For details of the history of translation copyright and recent considerations based on 

technological change, see Moorkens and Lewis (forthcoming). 
2 The Directorate General for Translation in the European Commission also employ freelance 

translators and are actively growing the outsourced portion of their work (Drugan et al. 

2018: 43). 
3 See Moorkens (2017) for an expanded discussion of this and the difficulty of collective 

action for freelance translators. See also Wynn (2015) for a discussion of how trade unions 

would need to change to assist organisation of freelance workers. 
4 The Berne Convention differentiates between a translation, with rights retained by the 

original author or creator, and an adaptation that adds original elements. For example, in 

the recent Swedish fansubbing case (see https://www.svd.se/man-doms-for-flera-mil-

uppladdad-undertext), the courts ruled that the copyright for directly translated subtitles 

belongs to the rightsholder for the original film. 

                                                 

mailto:joss.moorkens@dcu.ie
mailto:dave.lewis@adaptcentre.ie


The Journal of Specialised Translation         Issue 32 – July 2019 

25 

 

                                                                                                                                                         
5 Directive 2003/98/EC on the re-use of public sector information, for example, includes 

translations under its remit and Directive 2012/28/EU on ‘orphan works’ concerns 

digitisation of works whose rightsholder is uncontactable. 
6 Such a resource exists for volunteer translation resources: see a description of Trommons 

in Du et al. (2015). 
7 See Sakamoto (2018) for a discussion on this topic. 
8 Estimated at 330,000 (Pym et al. 2012: 94). 
9 See Koskinen and Dam (2016) for a discussion about the boundaries of the translation 

profession. 
10 See Moorkens (2017) for more details. 
11 This is a point of active discussion at the time of writing, as the Committee of Ministers 

of the Council of Europe decided in late 2018 that there should be a lifting of restrictions 

on collective bargaining for the self-employed (European Trade Union Confederation 2018). 


